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Why this talk ?

• It all started a long time ago …

• A customer POC. Datacenters, future edge locations … and a question about Disaster Recovery   
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Risk Assessment

• Datacenter downtime :

• un-planned
• Fire
• Flooding
• Telco failures

• Planned
• Facilities Maintenance

• Other ? 

(I’m focusing on multiple failures impacting 1 site)
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Traditional vs Cloud Native

Typical Enterprise customer

• Mainly Infrastructure based resiliency

• Typically using 1 or 2 Datacenters within a “region”

• Using technologies like:
• Storage Based replication
• VMware Site Recovery Manager
• vSphere Metro Stretched Cluster

• Perform DR testing 1x / year (maybe)

Cloud based unicorns

• Mainly Application based resiliency

• Uses cloud regions backed by availability zones

• Perform resiliency testing using Chaos Engineering on 
a regular basis 
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Possible architectures for Kubernetes site resiliency on vSphere
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The dreaded stretched-cluster topic

• Running K8S on vSphere stretched cluster 
is an ANTI-PATTERN.

• You should never need it if your 
application is a well architected Cloud 
Native Application (including the data 
layers)

• unfortunately, not all applications are well 
architected hence the request from 
customers to support stretched clusters.
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Dual Data Center Architecture - ETCD Mismatch

Region A

Data Center 1 Data Center 2

Metro distance

CP1 
- VM

CP2 
- VM

CP3 
- VM

Some facts:
- Kubernetes uses ETCD
- ETCD relies on the RAFT consensus algorithm
- In high availability mode, you need an odd 

number of etcd nodes 3, 5, 7…

Problem:
- Where to put the 3rd Control Plane Node??
- How to ensure Control Plane nodes are always 

distributed across our two 
data centers?

http://thesecretlivesofdata.com/raft/
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ETCD – Kubecon EU 2023
On the Hunt for Etcd Data Inconsistencies - Marek Siarkowicz, Google 

https://youtu.be/IIMs0EjQZHg 

https://youtu.be/IIMs0EjQZHg
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Some ETCD issues fixed

• Provide a better liveness probe for when etcd runs as a Kubernetes pod
• https://github.com/etcd-io/etcd/issues/13340

• Improvements for etcd liveness probes
• https://github.com/kubernetes/kubeadm/issues/2567

• Add Patches field in InitConfiguration and JoinConfiguration
• https://github.com/kubernetes-sigs/cluster-api/pull/5897

https://github.com/etcd-io/etcd/issues/13340
https://github.com/kubernetes/kubeadm/issues/2567
https://github.com/kubernetes-sigs/cluster-api/pull/5897
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Current k8S on vSphere VSAN Stretched Cluster support

• Tanzu Kubernetes Grid integrated edition:
• Automation : BOSH
• Supported when following solutions guide :
• https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid-Integrated-

Edition/1.14/tkgi/GUID-solutions-using-vsan-stretched-clusters.pdf 

• vSphere with Tanzu:
• Automation : K8S Cluster-API
• Not supported at this time (yet)

• Tanzu Kubernetes Grid
• Automation : K8S Cluster-API
• Not Supported at this time (yet)
• AZ docs https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid/2.4/using-tkg/workload-clusters-multi-az-vsphere.html 

https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid-Integrated-Edition/1.14/tkgi/GUID-solutions-using-vsan-stretched-clusters.pdf
https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid-Integrated-Edition/1.14/tkgi/GUID-solutions-using-vsan-stretched-clusters.pdf
https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid/2.4/using-tkg/workload-clusters-multi-az-vsphere.html
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12 factor apps
https://12factor.net/
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Let’s go the cloud native way : application based resiliency !
https://blog.andreasm.io/2022/10/23/gslb-with-ako-amko-nsx-advanced-loadbalancer

o Setup dual site

o Setup GSLB

o Done (?)

https://blog.andreasm.io/2022/10/23/gslb-with-ako-amko-nsx-advanced-loadbalancer
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Demo : GSLB part
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Let’s go the cloud native way : application based resiliency with TSM
https://apps-cloudmgmt.techzone.vmware.com/blog/cloud-bursting-tanzu-service-mesh

https://apps-cloudmgmt.techzone.vmware.com/blog/cloud-bursting-tanzu-service-mesh
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Video demo
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Let’s go the cloud native way : application based resiliency !
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12 factor apps
https://12factor.net/
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12 factor apps
https://12factor.net/

• That is cheating !

• It makes resiliency of stateful apps 
someone else’s problem

• “Easy” on cloud thanks to many 
services available 

• What about on-prem ?
• What DBaas is there ?
• Do they offer Sites resilience 

capabilities ?
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Cloud DBaas example
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Typical On-Prem DBaas



23

DBaas – VM based - VMware Data Services Manager
https://www.vmware.com/products/data-services-manager.html

• Can handle cross-cluster 
replication setup

• All clusters must be managed by 
same vCenter

• Data services offered
• MySQL (v8.0.23 – v8.0.32)
• PostgreSQL (11.19 – 15.2)
• MS SQL 2019 (std, dev, ent 

editions)
• https://docs.vmware.com/en/VMware-Data-

Services-Manager/1.5/data-services-
manager/GUID-release_notes.html 

https://cormachogan.com/dsm/ 

https://www.vmware.com/products/data-services-manager.html
https://docs.vmware.com/en/VMware-Data-Services-Manager/1.5/data-services-manager/GUID-release_notes.html
https://docs.vmware.com/en/VMware-Data-Services-Manager/1.5/data-services-manager/GUID-release_notes.html
https://docs.vmware.com/en/VMware-Data-Services-Manager/1.5/data-services-manager/GUID-release_notes.html
https://cormachogan.com/dsm/
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DBaas – k8S based – Bitnami / VMware Application Catalogue

• More DB options 

• Based on helm charts

• Helm chart does not span beyond 
the cluster
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DBaas – K8s based - VMware Data operators
https://network.pivotal.io/

• K8s based operators

• Data services offered
• MySQL (v8.0.28 – v8.0.32)
• PostgreSQL (11.21 – 15.4)
• RabbitMQ (3.12.4)
• GemFire (9.15-10.0)

https://network.pivotal.io/
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DBaas – K8s based - VMware Data operators
HA/DR/replication features

• Different HA/DR capability per 
operator

• Operator HA/DR capability limited 
WITHIN the k8s cluster

• Object storage required in some 
cases
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Demo : Data part
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vSphere with Tanzu – Multi AZ
View from 30.000 ft
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vSphere Cluster

vSphere Zone 1

SV CP VM1
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K8s Scheduler inside Tanzu Kubernetes Cluster

Pod 1 Pod 2 Pod 3

Failure Domain 1 Failure Domain 2 Failure Domain 3

vSphere Namespace



29

Demo VMworld 2022 : TKO and TKG new features
https://www.vmware.com/explore/video-library/video-
landing.html?sessionid=1655951651150001wqGI&videoId=6315208341112

Multi-AZ demo part : starting at 31:17

https://www.vmware.com/explore/video-library/video-landing.html?sessionid=1655951651150001wqGI&videoId=6315208341112
https://www.vmware.com/explore/video-library/video-landing.html?sessionid=1655951651150001wqGI&videoId=6315208341112
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Combining architectures for the most demanding customers
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Retro

o Stick to stateless on k8s as much as possible
o Learn to walk before running
o Statefull apps on VMs (customers know how to do that)
o Portfolio approach to statefull : Aria automation for DBaas ?

o Application based resiliency requires to know the application
o Rewriting it can take time and be challenging
o If you build a platform without knowing the application needs, you’re in for a 

bumpy ride for the platform success => find the APP !

o Not ALL solutions will come from VMware
o Ecosystem
o 3rd party operators for specific needs (redis, cassandra,…)
o 3rd party to provide some form of infrastructure solution (portworx, …)
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Retro - 2

o What about CI/CD ?
o Where do you run you CD pipeline ?
o How do you protect the CD platform ?
o How do you manage pushing to multiple k8s clusters consistently ?

o Don’t forget to backup your k8S clusters (if using stateful services)
o Cf Project Velero : https://velero.io/

https://velero.io/



